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The Convergence

of Graphics
and Vision

Approaching similar problems from opposite directions, graphics and vision
researchers are reaching a fertile middle ground. The goal is to find the
best possible tools for the imagination. This overview describes cutting-
edge work, some of which will debut at Siggraph 98.

t Microsoft Research, the computer vision
and graphics groups used to be on opposite
sides of the building. Now we have offices
along the same hallway, and we see each other
every day. This reflects the larger trend in our
field as graphics and vision close in on similar problems.

Computer graphics and computer vision are inverse
problems. Traditional computer graphics starts with
input geometric models and produces image se-
quences. Traditional computer vision starts with input
image sequences and produces geometric models.
Lately, there has been a meeting in the middle, and the
center—the prize—is to create stunning images in real
time.

Vision researchers now work from images back-
ward, just as far backward as necessary to create mod-
els that capture a scene without going to full geometric
models. Graphics researchers now work with hybrid
geometry and image models. These models use images
as partial results, reusing them to take advantage of
similarities in the image stream. As a graphics
researcher, | am most interested in the vision tech-
niques that help create and render compelling scenes
as efficiently as possible.

GOALS AND TRENDS

Jim Kajiya, assistant director of Microsoft Research,
proposes that the goal for computer graphics is to cre-
ate the best possible tool for the imagination.
Computer graphics today seeks answers to the ques-
tion, “How do | take the idea in my head and show it
to you?” But imagination must be grounded in real-
ity. Vision provides the tools needed to take the real
world back into the virtual.

There are several current trends that make this an
exciting time for image synthesis:

» The combined graphics and vision approaches
have a hybrid vigor, much of which stems from

Computer

sampled representations. This use of captured
scenes (enhanced by vision research) yields richer
rendering and modeling methods (for graphics)
than methods that synthesize everything from
scratch.

« Exploiting temporal and spatial coherence (sim-
ilarities in images) via the use of layers and other
techniques is boosting runtime performance.

e The explosion in PC graphics performance is
making powerful computational techniques more
practical.

VISION AND GRAPHICS CROSSOVER:
IMAGE-BASED RENDERING AND MODELING

What are vision and graphics learning from each
other? Both deal with the image streams that result
when a real or virtual camera is exposed to the phys-
ical or modeled world. Both can benefit from exploit-
ing image stream coherence. Both value accurate
knowledge of the surface reflectance properties. Both
benefit from the decomposition of the image stream
into layers.

The overlapping subset of graphics and vision goes
by the somewhat unwieldy description of “image-
based.” In this article, | use graphics to describe the
forward problem (image-based rendering) and vision
for the inverse problem (image-based modeling).
Inverse problems have been a staple of computer
graphics from the beginning. These inverse problems
range from the trivial (mapping user input back to
model space for interaction) to the extremely difficult
(finding the best path through a controller state space
to get a desired animation). This article discusses only
forward and inverse imaging operations (that is, light
transport and projection onto a film plane).

Image-based rendering and modeling has been a
fruitful field for the past several years, and Siggraph
98 devotes two sessions to the subject. The papers |
discuss later come from those two sessions.
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Images have been used to increase realism since Ed
Catmull and Jim Blinn first described texture mapping
from 1974 to 1978. In a 1980 survey, Blinn described
the potential of combining vision and graphics
techniques (http://research.microsoft.com/~blinn/
imagproc.htm). Renewed interest in the shared mid-
dle ground arose just a few years ago.

The new research area is split into roughly three
overlapping branches. Here | touch on the graphics
articles in the field. (A longer bibliography is available
at http://computer.org/computer/co1998/html/r7046.
htm.) For the vision perspective, see the survey arti-
cles by Sing Bing Kang* and Zhengyou Zhang.2 Figure
1 provides a schematic illustration of the spectrum of
these research interests.

Image-based rendering

Given a set of images and correspondences between
the images, how do you produce an image from a new
point of view?

In 1993, Eric Chen and Lance Williams described
how to interpolate, or flow, images from one frame to
the next instead of having to do full 3D rendering.?
Chen then introduced QuickTime VR in 1995, show-
ing how an environment map sampled from a real
scene could be warped to give a strong sense of pres-
ence. Independently, Richard Szeliski described the
use of image mosaics for virtual environments?* in
1996 and, the following year with Harry Shum,
described improved techniques for combining multi-
ple images into a single panoramic image.

In 1995, Leonard McMillan and Gary Bishop intro-
duced the graphics community to plenoptic modeling,
which uses the space of viewing rays to calculate the
appropriate warp to apply to image samples; they also
introduced the term “image-based rendering.””s In
1996, Steven Seitz and Charles Dyer showed that the

proper space for interpolation between two images is
in the common coordinate system defined by the syn-
thetic camera view.® That same year, Steven Gortler
and his colleagues at Microsoft Research intro-
duced the lumigraph (http://research.microsoft.com/
msrsiggraph), and Marc Levoy and Pat Hanrahan of
Stanford University introduced light field rendering
(http:/Iwww-graphics.stanford.edu/papers/light). Both
systems describe a dense sampling of the radiance over
a space of viewing rays.

This year, Jonathan Shade and colleagues describe
new image-based representations that allow multiple
depths per pixel,” and Paul Rademacher and Gary
Bishop describe a representation that combines pix-
els from multiple cameras into a single image.®

Image-based 3D-rendering acceleration

Given a traditional 3D texture-mapped geometric
model, how can you use image caches (also known as
sprites) to increase the frame rate or complexity of the
model?

In 1992, Steve Molnar and colleagues described
hardware to split the rendering of a scene into 3D ren-
dering plus 2D compositing with z.° In 1994, Matthew
Regan and Ronald Pose built inexpensive hardware
to show how image caches with independent update
rates exploit the natural coherence in computer graph-
ics scenes.*°

Paolo Maciel and Peter Shirley introduced in 1995
the idea of using image-based “imposters’ to replace
the underlying geometric models.** More recently,
Jonathan Shade and colleagues’ and, independently,
Gernot Schaufler,*2 describe techniques that use depth
information for better reconstruction.

In 1996, Jay Torborg and Jim Kajiya introduced
Microsoft’s Talisman architecture at Siggraph. (See
http://research.microsoft.com/msrsiggraph for elec-
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Figure 1. Graphics
and vision
techniques, on a
spectrum from more
image-based to more
physical- or geome-
try-based. Traditional
graphics starts on the
right with geometric
models and moves to
the left to make
images. Traditional
vision starts on the
left with images and
moves to the right to
make geometric mod-
els. Lately, there has
been a meeting in the
middle.




Another

longstanding trend

in computer

graphics is to pursue

tronic versions of MSR Siggraph submissions.)
The following year, John Snyder and | showed
how to handle dynamic scenes and lighting fac-
torization on Talisman, and this year, we
describe how to sort a layered decomposition
into sprites without splitting.:?

coherence wherever

it can be found.

Image-based modeling
Given an input set of images, what is the most
efficient representation that will allow rendering
from new points of view?
Paul Debevec, Camillo Taylor, and Jitendra
Malik enhanced architectural modeling with simple
modeling primitives aligned to images with vision tech-
niques. They added realism and detail using recovered
view-dependent texture maps and depth displacements,
and they captured high-dynamic-range radiance maps
from photographs. At Siggraph 98, Debevec adds syn-
thetic objects to the photographed scenes,* and Yizhou
Yu and Malik estimate reflectance properties and envi-
ronmental radiance of architectural scenes.*

COHERENCE AND LAYERS

Another longstanding trend in computer graphics is
to pursue coherence wherever it can be found.
Strategies for accelerating image rendering center on
one of two types of coherence:

e temporal, from frame to frame, or
« spatial, within the same frame but from pixel to
pixel.

Basically coherence implies the question “Why do
the same work twice?”” Researchers have typically pur-
sued coherence in the spatial domain; a good example
is in the hardware for rasterizing triangles. The oper-
ations change little from pixel to pixel, so the hard-
ware stores partial results for each output row and
column and uses these results to incrementally calcu-
late the next output value. Researchers are beginning
to explore temporal coherence. The section on sprites
that follows addresses some of this work.

Coherence is everywhere in computer graphics;
geometry and image sequences both contain coher-
ently changing values. At Microsoft Research, we have
been working on exploiting the coherence in real-time
computer graphics. Hugues Hoppe’s work, for
instance, takes advantage of coherence in geometry
by encoding shape as a sequence of coarse to fine rep-
resentations. The granularity of the representation
depends on the object’s current distance from the
viewer. Others are working on exploiting coherence
in dynamic image streams, as | describe later.

Scenes naturally factor into layers, since empty
space typically surrounds objects. Each layer—a
bouncing ball as separate from its background, for
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example—has much more coherence than the com-
bined scene. For vision, partitioning a scene into lay-
ers permits the independent analysis of each layer.
Doing so avoids the difficulties in scene analysis that
stem from overlapping layers and occlusion between
layers. For graphics, partitioning a scene into layers
allows rendering algorithms to take better advantage
of spatial and temporal coherence.

3D rendering with sprites

Taking advantage of temporal coherence requires
storing the partial results of a given frame for use in a
later frame; in other words, trading off memory for
computation. The partial results are image samples,
which are used to interpolate (or extrapolate) from a
given image to subsequent images.

The necessity of storing results has spawned
research into efficient image caches. The ones consid-
ered to date include a set of z-buffered images,° tex-
tured 3D geometry (quadrilaterals or triangular
meshes),** 2D sprites,’® and sprites with z.7.912
Researchers will present two new image-based repre-
sentations at Siggraph 98: layered depth images’ and
multiple-center-of-projection images.®

A sprite is an image with the standard three compo-
nents (red, green, and blue) for colors and an additional
channel—the alpha channel, invented by Alvy Ray
Smith and Ed Catmull in 1977—that encodes the
image’s shape. Thomas Porter and Tom Duff intro-
duced the sprite-compositing algebra in 1984.
Compositing permits individual renderings of each
sprite, which are then combined to create a final image.
When alpha is 1, the sprite defines the color. When
alphais 0, the sprite leaves the color value *““undefined”
or “clear” so that the background shows through. An
alpha between 0 and 1 represents partial coverage of
the pixel, which is useful for smooth antialiased edges.

Two-dimensional sprites are the basis of the
Talisman architecture and related layer-based render-
ing techniques. Sprites are useful in their own right as
2D imaging primitives and will be put to good use in
Chrome, a multimedia browser aimed at raising the
quality of Web multimedia content. Microsoft’s
DirectX and Chrome both use image-based rendering
primitives, and 2D imaging operations are considered
to be as important as 3D rendering.

2D sprites. Talisman is a reference design for a low-
cost hardware platform that incorporates compressed
textures (to exploit spatial coherence) and the use of
2D image sprites for 3D rendering acceleration (to
exploit temporal coherence).

In 1997, John Snyder and I discussed the algorithms
needed to harness the Talisman architecture. To take
advantage of coherence in animated-image streams,
our method finds a best-match affine transform. Each
lighting effect and appropriate geometric element goes



Figure 2. Barnyard scene with 119 sprite layers, such as the
silo, barn, fences, fields, and so on. By factoring the scene
into sprites, the relative motion between sprites can be han-
dled by image warps instead of 3D rendering.

into a separate layer and can be updated with inde-
pendent resolution in space and time.

Figure 2 depicts one frame of a barnyard scene
through which a camera moves. The scene is factored
into 119 sprite layers, including the contiguous land-
scape geometry. The shadows of the silo and barn are
also separate layers.

Sprite independence allows rendering resources to
be distributed precisely to those parts of the scene that
need the most bandwidth and processing cycles. For
example, Figure 3 shows a frame from Chicken
Crossing, a short 3D animated film. Each part of the
scene has a different spatial resolution. (For clarity, the
figure shows just the sprites that make up the chicken.)

Each sprite also has an independent temporal res-
olution. In other words, each sprite is redrawn with
an update rate independent of the other sprites. The
sprites are then warped (based on the actual geomet-
ric motion) to interpolate the image through time.
Sprite independence is the key benefit that permits
graceful image degradation under varying processor
and memory system loads.

Sprite independence is particularly useful in a par-
allel graphics architecture.*® The only synchroniza-
tion required is among sprites before the final
composition. Each sprite may be rendered with a dif-
ferent 3D rendering engine: One sprite may be ray-
traced while others are rendered from a lumigraph or
as pen-and-ink illustrations. All the sprites in a scene
combine to produce the final result. We can also apply
2D imaging operations, such as focus blur, to each
sprite. Separating objects into sprites also lets us
apply the full precision of the z-buffer to only the
objects in the sprite rather than the whole scene.

Sprite independence comes with a cost, however:
Sprites must be sorted to account for the visibility
between sprites. At Siggraph 98, John Snyder and |
describe a new take on one of the earlier visibility-
sorting approaches in computer graphics, that of
Newell, Newell, and Sancha from 1972.

In the original algorithm, failing to find separating
planes meant that the geometry had to be split—a
costly operation for large and dynamic geometry. The

Figure 3. This Chicken Crossing sequence uses 80 layers, some
of which are shown separately (left and bottom) and displayed
in the final frame with colored boundaries (middle). The sprite
sizes reflect their actual rendered resolutions relative to the
final frame. The rest of the sprites (not shown separately)
were rendered at 40 to 50 percent of their display resolution.
Since the chicken wing forms an occlusion cycle with the tail-
gate, the two were placed in a single sprite (bottom).
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Figure 4. Simulation of “toothpicks” tumbling in a cubic
volume shows the scene complexity that can be handled with
software visibility sorting. Each of the 800 toothpicks contains
328 polygons and forms one part.

new algorithm avoids splitting. Instead, an analysis of
the visibility graph structure can yield a compositing
expression useful in resolving visibility cycles.
Alternatively, we can merge the geometry into a sin-
gle layer for visibility resolution with the same
z-buffered rendering used by a typical layer.

By reusing the sort from the previous frame and
caching collision information, the enhanced algorithm
exploits temporal coherence and can handle hundreds
of objects, each of which can contain thousands of
polygons. The “toothpicks” in Figure 4 are an exam-
ple of the complex visibility ordering that this algo-
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Figure 5. Cyclic
occlusions (the bot-
tom right corner
shows the desired
image) can be han-
dled with either of
two compositing
expressions. The
source sprite images
are shown as A, B, C.
The standard
compositing expres-
sion, A over B over C,
would give the incor-
rect result of A cover-
ing C. Instead, we
first compute A com-
bined with that part of
C that covers A, and
then composite. An
alternate formulation
is to first remove the
occluding parts from
each sprite and then
add (bottom row).

Figure 6. Two cross-
eye stereo pairs of a
chestnut tree, with
(top) only the near
segment displayed
and (bottom) both seg-
ments in front of an
environment map. An
environment map uses
a single image to cap-
ture the far-away envi-
ronment behind fore-
ground objects.
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rithm can calculate interactively. New compositing
expressions also handle cyclic occlusions, such as the
one shown in the bottom right corner of Figure 5. The
occlusion is cyclic because object A occludes B, B
occludes C, and C occludes A.

Sprites with depth. In 1996, Jonathan Shade and col-
leagues and, independently, Gernot Schaufler and
Wolfgang Stlrzlinger, presented an image cache tech-
nigque based on 3D texture-mapped quadrilaterals. This
technique calls for projecting the geometry inside a
given bounding box to a plane in the center of the
bounded area and then uses the resulting image to
approximate later renderings. In 1997, Schaufler pre-
sented a technique called nailboards that augmented
the planar 3D-image cache with depth values at each
pixel. These values were encoded as a delta from the
surface of the quadrilateral.’? Having an associated
depth value at each pixel improves image quality by
making the per-pixel warp more accurate. The follow-
ing describes two new representations for encoding
depths per pixel in the image cache. Both of these tech-
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niques are also useful in capturing real-world objects.

At Siggraph 98, Paul Rademacher and Gary Bishop
describe multiple-center-of-projection images,® a rep-
resentation combining a series of images from differ-
ent camera views into a single image, which can then
be used to reconstruct new projections. They focus on
a strip camera, where each column of pixels in the
image is from a different viewing position and orien-
tation. This is an encoding of the 3D position of the
image sample points. The key benefit of this repre-
sentation is the economy of storage and the coherence
and connectivity of the neighboring samples.

Jonathan Shade and his colleagues present tech-
niques for quickly rendering sprites with depth and
describe a new multivalued representation, called a
layered depth image (LDI), in which each pixel can
have multiple depths.” The key advantage of these rep-
resentations is that they permit using the McMillan-
Bishop warp-ordering technique® without a z-buffer.
Eliminating the z-buffer permits the rendering of com-
plex models at interactive frame rates on standard PCs.

The trees shown in Figure 6 as stereo pairs are rep-
resented as an LDI. An LDI has a depth value that
allows each pixel to be drawn in the proper location
(in space) to yield the correct parallax. A correct par-
allax enables more realistic 3D animations. The infor-
mation stored in an LDI also permits more depth
complexity in an animation—the movement of a leaf
in the foreground can uncover other leaves in the
background.

MAKING FACES

Humans are complicated radios: Transferring emo-
tion and thought from one brain to another requires
an elaborate modulation via face muscles, body mus-
cles, and vocal cords. By nature, we are wonderfully
adept at expressing and comprehending emotion, sub-
jects we have studied our whole lives. We are thus
extremely sensitive to any imperfection in the motion
of a human figure. As Frédéric Pighin and his col-
leagues observe, no computer has yet passed the
“facial-animation Turing test.”*’



The capture of face animation is an excellent exam-
ple of the rich middle ground between graphics and
vision. Computer vision provides an excellent input
device, particularly for shapes and motions such as
the complex changing shape of my face when | am
expressing emotion symbolically. Matthew Turk and
Kentaro Toyama of Microsoft Research have been
studying how to efficiently analyze video sequences to
capture gestures and emotion. The work mentioned
here strives to capture the high-resolution motion and
appearance of an individual face. The goal is to use
this information to animate and render synthetic faces
with high fidelity to the original.

Brian Guenter and his colleagues describe a system
that uses multicolored dots placed on an actor’s face
for reference and a set of six calibrated video cameras
to capture a high-fidelity texture map and mesh defor-
mation.*® The 3D positions recorded as the actor per-
forms are mapped to a 3D face model and used to
distort it in mimicry of human facial expression. After
dot removal and texture-map cleanup, the model can
be used to render a remarkably lifelike image from
any angle, as shown in Figure 7.

Frédéric Pighin and his colleagues describe a system
that uses uncalibrated cameras to record images of an

Image-based modeling

The Digital Michelangelo project (http://mwww-
graphics.stanford.edu/projects/mich) seeks to accu-
rately digitize the external shape and surface
characteristics of Michelangelo’s sculptures for a
3D computer archive. The project will employ
improvements in laser rangefinding—the use of
lasers to scan not only planar objects of uniform
reflectance but also 3D and nonuniform surfaces
—and Stanford-developed algorithms for combin-
ing multiple range and color images.

Digital Muybridge (http://http.cs.berkeley.
edu/~bregler/bodies.html) is a project dedicated to
Eadweard Muybridge, who captured the first pho-
tographic recordings of humans and animals in
motion (Animal Locomotion, 1887). In contrast
with earlier work on faces and lips, Digital
Muybridge focuses on using video to capture full
body motions: running, walking, and dancing.

Two projects address the visualization of build-
ings. The Architectural Modeling project (http://
http.cs. berkeley.edu/~debevec/Research) is work-
ing on modeling and rendering architecture pho-
torealistically from a small number of photo-
graphs. The Walkthrough project (http://www.
cs.unc.edu/~walk) has the goal of developing a
visualization system that will let users walk
through and interact with models of buildings.

Figure 7. Lifelike 3D
animation of human
facial expressions
captured using six
calibrated video cam-
eras and mapped to a
3D polygonal face
model. The actor
wears a set of multi-
colored fiducial dots
(not shown) that give
point correspon-
dences in each of the
cameras, so that the
3D position of each
dot can be recovered
for each frame. After
digital removal of the
dots, the texture map
still retains the inter-
esting wrinkles and
creases that give life
and character to
human expressions.
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Figure 8. Sequence of expressions (a) from an interactive modeling system that blends
between several expressions created by aligning a generic 3D mesh to a set of input
photographs taken from several views. These views capture a view-dependent face
texture. Applying the blends to a woman’s face creates (b) a derivative animation.

Computer

actor’s face. From the digitized images and a few facial
reference points (like the tip of the nose), their method
can recover 3D geometry coordinates for a given facial
expression. They use this information to align a
generic 3D mesh model to match the facial expression
and then map view-dependent surface textures to the
model.” An animation system also allows interpola-
tion and extrapolation from the captured face ani-
mations; such a process generated the sequence of
expressions shown in Figure 8a. The same facial
expression information was applied to a model of a
woman’s face to produce the derivative animation
sequence in Figure 8b.

Otbhers are working to capture the nuance of human
expression and thus provide improved modeling prim-
itives for artists to use. Animating a human figure by
hand is a challenging task, and great artistry is
required to create compelling motion. Pixar’s recent
animated short, Geri’'s Game, is a lovely example.
Tony DeRose, Michael Kass, and Tien Truong de-
scribe how Pixar’s shape-modeling system, which uses
subdivision surfaces, lets animators add lively wrin-
kles and creases to faces and fabrics.*® Subdivision sur-
faces is a technique that subdivides geometric elements
until the process yields a smooth surface, as opposed
to a patchwork of interconnected surfaces. Another
approach is to give the modeler a parameterized set of
faces to work with, as described by Douglas DeCarlo,
Dimitris Metaxas, and Matthew Stone.2> One obvious
application for these methods is the creation of lifelike
virtual characters for film and television.

WHERE ARE WE HEADING?

A recent workshop at Stanford (Image-Based
Modeling and Rendering; http://www-graphics.
stanford.edu/workshops/ibro8) brought together many
researchers in the overlapping field. At the workshop,
Stanford’s Marc Levoy observed that “the key inno-
vation in television was the camera.” He plans to use
image-based techniques to capture and display digital
versions of Michelangelo’s sculptures.

Richard Szeliski argued that there is no “grand uni-
fied theory of image-based modeling and image-based
rendering.” Instead, there is a collection of image-based
techniques to draw from in solving a particular engi-
neering problem.

UC Berkeley’s Paul Debevec noted that computer
graphics is in the same state as audio synthesis was
not long ago. The original sound synthesizers devel-
oped sounds from scratch, using FM synthesis. Now
sampled waveforms are the norm. Sampled wave-
forms are extensively modified by the current genera-
tion of audio synthesizers but still yield a richness and
timbre difficult to achieve with “pure” synthesis. In a
similar vein, computer graphics increasingly relies on
sampled geometry and textures. Taken from the nat-



ural and manmade landscape around us, these samples
provide richness to visual images.

THE PHILOSOPHER IN THE CAVE

It’s hard to project backwards from the flickering
shadows on the wall of the cave to see Plato’s ideal
shapes. From the vision perspective, graphics has it
easy; we know the shapes already. But there’s a great
distance from a computer representation of a complex
scene to real-time display and interaction with that
scene. The job of the graphics field is to find ways to
render not just everything we’ve ever seen but every-
thing we could ever imagine.

hearts: people’s faces, a gracefully moving body;,

a natural scene with rustling leaves and flowing
water. Evolution has tuned us to these sights. By com-
bining vision and graphics, capturing and creating
images of these scenes may soon be within reach. And
once we have these powerful tools for creation and
manipulation in hand, perhaps we will be one step
closer to the best possible tool for the imagination. [J

T he most compelling shapes are those near to our
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